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Abstract

Research on improving the robustness of neural networks to adversarial noise -
imperceptible malicious perturbations of the data - has received significant attention.
Neural nets struggle to recognize corrupted images that are easily recognized by
humans. The currently uncontested state-of-the-art defence to obtain robust deep
neural networks is Adversarial Training (AT), but it consumes significantly more
resources compared to standard training and trades off accuracy for robustness.
An inspiring recent work [Dapello et al., 2020] aims to bring neurobiological
tools to the question: How can we develop Neural Nets that robustly generalize
like human vision? They design a network structure with a neural hidden first
layer that mimics the primate primary visual cortex (V1), followed by a back-
end structure adapted from current CNN vision models. This front-end layer,
called VOneBlock, consists of a biologically inspired Gabor Filter Bank with
fixed handcrafted "biologically constrained" weights, simple and complex cell
non-linearities and a "V1 stochasticity generator" injecting randomness. It seems
to achieve non-trivial adversarial robustness on standard vision benchmarks when
tested on small perturbations.
Here we revisit this biologically inspired work, which heavily relies on handcrafted
tuning of the parameters of the V1 unit based on neural responses derived from
experimental records of macaque monkeys. We ask whether a principled parameter-
free representation with inspiration from physics is able to achieve the same goal.
We discover that the wavelet scattering transform can replace the complex V1-
cortex and simple uniform Gaussian noise can take the role of neural stochasticity,
to achieve adversarial robustness. In extensive experiments on the CIFAR-10
benchmark with adaptive adversarial attacks we show that: 1) Robustness of
VOneBlock architectures is relatively weak (though non-zero) when the strength of
the adversarial attack radius is set to commonly used benchmarks. 2) Replacing
the front-end VOneBlock by an off-the-shelf parameter-free Scatternet followed
by simple uniform Gaussian noise can achieve much more substantial adversarial
robustness without adversarial training. Our work shows how physically inspired
structures yield new insights into robustness that were previously only thought
possible by meticulously mimicking the human cortex. Physics, rather than only
neuroscience, can guide us towards more robust neural networks.

1 Introduction

Deep Neural Networks (DNNs) are shown to be extremely sensitive to test time perturbations
[Szegedy et al., 2013, Goodfellow et al., 2014]. Take the object recognition task in the computer
vision field as an example; an adversary can perturb the input image by only a few pixels values per
pixel point to change the model prediction Su et al. [2019].
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Formally, given a loss function L, a parametric model f(·; θ) with parameters θ, for an input sample
x with label y an adversary will try to find the worst case nearby input point x′ = x+ δ:

δ = arg max
||δ||≤ϵ

L(f(x+ δ; θ), y) (1)

for some notion of ϵ-closeness, in computer vision usually given by either || · ||2 or || · ||∞.

Defenses. To defend against such attacks, a rich body of research works has addressed the problem
from several viewpoints (Papernot et al. [2016], Madry et al. [2017], Ilyas et al. [2019]). Among them,
Adversarial Training (AT) (Madry et al. [2017], Goodfellow et al. [2014]), an iterative procedure that
successively optimizes model parameters and computes worst-case augmentations for the training data,
has become the gold standard baseline to achieve robustness. However, AT consumes significantly
more resources to train, sacrifices test accuracy, and thus is limited in real-world applications (Shafahi
et al. [2019], Wong et al. [2020], Tsipras et al. [2018]). Several works build upon AT to learn robust
data embeddings ([Pang et al., 2020, Li et al., 2021]); however, there are limited works that aim
to achieve adversarial robustness without adversarial training, by extracting robust representations
from data directly. Yang et al. [2020] point out that several natural image datasets are separated,
and thus imply the existence of robust and accurate classifiers with local Lipschitzness. Garg et al.
[2018] propose a spectral-based function that is robust near the training set, and Awasthi et al. [2021]
devise a robust PCA algorithm to project data in a principled way. These two methods operate on the
training set, and no test time robustness was shown, compared to AT. For NLP tasks, [Jones et al.,
2020] propose a robust encoding, by projecting words to a smaller and discrete space where similar
inputs share exactly the same encoding.

Inspiration from Neuroscience. Arguably, current state-of-the art object recognition models based
on convolutional neural nets (CNN) are inspired by the human visual system, and a series of research
work has aimed to infuse computer vision with ideas from neuroscience, trying to more closely
align neural networks and human vision (see e.g. [Kubilius et al., 2019, Lindsay and Miller, 2018,
Geirhos et al., 2021]). [Dapello et al., 2020] are the first to address the robustness problem from
this view in a principled structural way. Based on rich prior work on V1-modeling, they devise
a systematic architecture, called the VOneBlock, as a preprocessing technique to the inputs of a
back-end convolutional neural network. They claim models assisted by their block, collectively called
“V1 models”, can be more difficult to fool, and are even as robust as those trained with state-of-the-art
Adversarial Training.

Our work. In this paper, we seek to investigate why and how V1 models function and explore
whether insights from physics can help to simplify and extract the underlying principles. To this
end, we first revisit the VOne block proposed in [Dapello et al., 2020] and test it on the CIFAR-10
dataset [Krizhevsky et al., 2009] with a relatively simple convolutional back-end, using both the
gradient-based PGD-attack (Kurakin et al. [2017], Madry et al. [2018]) and adaptive attacks from the
AutoAttack benchmark ([Croce and Hein, 2020]) with standard strength (ϵ=8/255 for ℓ∞-attacks at
which point most CNNs show 0% robust accuracy). Surprisingly, we reveal that V1 models are not
as powerful as believed when tested with smaller attack radius as in Dapello et al. [2020]. We first
show that under fair comparison, the V1 models are only slightly robust (∼ 10% test robustness), and
perform strictly worse than AT. We revisit the ablation study performed in [Dapello et al., 2020] in
standard attack settings to show that when we remove any one of the components of the VOneBlock
the model looses any robustness whatsoever, demonstrating that the delicate interplay of these various
handcrafted features is necessary.

Enter wavelets. The scattering transform was originally introduced in the mathematics literature with
follow-up works that appeared in the signal processing and computer science literature. Introduced by
[Mallat, 2012], it combines wavelet multiscale decompositions with a deep convolutional architecture.
More recently, it has been used in a number of scientific applications: intermittency in turbulence
[Bruna et al., 2015], quantum chemistry and material science [Hirn et al., 2017, Eickenberg et al.,
2018, Sinz et al., 2020], plasma physics [Glinsky et al., 2020], geography [Kavalerov et al., 2019],
astrophysics [Allys et al., 2019, Saydjari et al., 2021, Regaldo-Saint Blancard et al., 2020], and
cosmology [Cheng et al., 2020, Cheng and Ménard, 2021a] (see [Cheng and Ménard, 2021b]). The
use of the scattering transform for data preprocessing to improve machine-learning tasks has recently
emerged in the context of differential privacy. [Tramer and Boneh, 2021] show that ScatterNet used
as a feature extractor improves upon the privacy-utility trade-off of deep learning.
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We show that we can replace the biologically-inspired VOneBlock by the off-the-shelf ScatterNet
Oyallon and Mallat [2015], Bruna and Mallat [2013], followed with injection of uniform Gaussian
noise. The only one parameter we have tuned is the variance of the noise. We achieve surprising
genuine robustness that far surpasses the VOneBlock in this regime. A cartoonish summary of our
work is given in Figure 1.

🤔

Is the model adversarially robust

with standard training?

Figure 1: Illustration of model construction discussed in our paper. Only our Stochastic ScatterNet
model retains genuine robustness. Left: Standard CNNs. Middle: the V1 model. The first layer is
replaced with the Gabor Filter Bank (GFB) to approximate empirical primate V1 neural response,
which requires massive experimental records to craft the weights, followed by injection of (neuronal)
noise. Right: Our proposed Stochastic ScatterNet model. We use a mathematically- and physically-
motivated wavelet transform in the first layer, followed by injection of uniform Gaussian noise.
We summarize our contributions as follows:

1. We replicate previous studies of the VOneBlock on CIFAR-10 for standard settings of attack
strength and find that its robustness, while non-zero, falls below 10% (random guessing), and
is considerably lower than for the adversarially-trained model (Table 1). Previous claims of
AT-comparable PGD-robustness of the VOneBlock only hold when weakening the strength
of the attacks.

2. We demonstrate that none of the components of VOne alone induce any robustness. We
conclude the VOneBlock as a whole is the key towards slight robustness.

3. We replace the biologically-inspired VOne component with our Stochastic ScatterNet and
show that it achieves significantly larger robustness (Table 2). This opens the route to
systematic exploration of the wavelet scattering transform as a preprocessing tool to achieve
human-like robust generalization.

2 Preliminaries

The V1 model. We adopt the biologically-inspired VOneBlock as proposed in [Dapello et al.,
2020], which consists of a fixed-weight convolutional layer called the Gabor Filter Bank (GFB)
with corresponding nonlinearty, and a stochastic layer called the V1 stochasticity: VOne(x) =
sto(GFB(x)).

The mathematically parameterized GFB has its parameters tuned to approximate empirical primate V1
neural response data. It convolves the RGB input images with Gabor filters of multiple orientations,
sizes, shapes, and spatial frequencies. To instantiate a VOneBlock, we use publicly available code
that randomly samples (and then fixes) the values for the GFB parameters according to empirically
observed distributions of preferred orientation, peak spatial frequency, and size/shape of receptive
fields [De Valois et al., 1982a,b, Ringach, 2002].

A defining property of neuronal responses is their stochasticity. In awake monkeys, the spike train
(corresponding to activations) for each trial is approximately Poisson: the spike count variance is
equal to the mean. Thus, the VOne stochasticity - also referred to as neuronal noise - injects noise
into the resulting activations zi as

sto(zi) = zi +
N (0, |l(zi)|)

a
, l(zi) = a · zi + b. (2)
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The affine transformation l(z) serves to normalize mean activations to correspond to those of a
population of primate V1 neurons measured in a 25ms time-window, and a and b are set accordingly
(see App. A for more detail).

In our ablation studies for the VOne block we study several simplifications of the neuronal noise.

• V1-Magnitude Gaussian: We remove the affine transformation l(z) (setting a = 1 and
b = 0). This results in magnitude-aware Gaussian noise stoMG(zi) = zi +N (0, |zi|).

• V1-Gaussian: We use uniform Gaussian noise Gau(zi) = zi +N (0, σ2) setting σ2 to a
constant.

• V1-None: We remove the injected noise altogether.

3 Experimental Results on CIFAR-10

Throughout our experiments, we use a simple three-layer CNN of width 64 with Max-Pooling as
the back-end model. For the V1 model we replace its first layer with the VOne block. We use the
ScatterNet implementation from Kymatio Andreux et al. [2020]. Full experimental details can be
found in Appendix A. For adversarial robustness, we use FGSM Goodfellow et al. [2014] and the
standard ℓ∞ Projected Gradient Descent (PGD), with 20 steps, step size σ = 2/255 and budget
ϵ = 8/255. To check for genuine robustness, we apply the AutoAttack (AA) benchmark Croce and
Hein [2020] with the same strength. Because we introduce stochasticity, we need to take extra care
when attacking our models. See Appendix B.

Robustness of VOne: Table 1 shows test statistics of our V1 models, together with several variations
of stochasticity, and the adversarially trained baseline. We find that robustness of V1 models is
only slight, though genuine and non-zero, and much inferior to the AT model. This comparison was
much more favorable in [Dapello et al., 2020], and is manifestly due to weakening the strength of the
attack to 1/16 of the standard magnitude. However, since the baseline CNN has zero robustness, we
conclude that V1 models garner some robustness benefits. None of the VOne components separately
give meaningful robustness, as discussed in Appendix C.

Table 1: V1 model v.s. AT baseline CIFAR-10 Test Performance (%). We boldface the best result.

Robust
Model Clean FGSM PGD ℓ∞ 20 AA

V1-Neuronal 58.66 ± 0.56 18.07 ± 1.54 9.47 ± 0.70 27.57 ± 0.80
V1-Magnitude Gaussian 63.44 ± 0.44 7.14 ± 0.58 0.71 ± 0.16 10.55 ± 0.87
V1-Std-0.35-Gaussian 63.01 ± 1.17 1.74 ± 0.32 0.01 ± 0.01 7.22 ± 0.60
V1-Std-0.20-Gaussian 63.75 ± 0.47 2.02 ± 0.20 0.00 ± 0.00 5.64 ± 0.41
V1-Std-0.15-Gaussian 64.07 ± 0.46 1.91 ± 0.14 0.03 ± 0.03 4.62 ± 0.13
V1-Std-0.10-Gaussian 63.86 ± 1.46 1.29 ± 0.14 0.05 ± 0.04 3.96 ± 0.28

V1-None 64.42 ± 1.13 1.51 ± 0.51 0.93 ± 0.60 0.00 ± 0.00
AT Baseline 58.07 33.94 31.49 26.18

Robustness of ScatterNet: Table 2 shows robustness of our Stochastic ScatterNet with uniform
Gaussian noise of various magnitudes instead of the VOne module. Surprisingly, we observe that the
wavelet scattering transform combined with simple uniform Gaussian noise can achieve much higher
robustness than biologically-motivated V1-models.

Table 2: Stochastic ScatterNet Model CIFAR-10 Test Performance (%). We boldface the best result.

Robust
Stochasticity Type Clean FGSM PGD ℓ∞ 20 AA
Magnitude Gaussian 58.55 ± 0.21 16.98 ± 0.29 4.11 ± 0.14 22.90 ± 0.30
Std-0.35-Gaussian 36.02 ± 0.42 23.99 ± 0.64 22.98 ± 0.26 33.52 ± 0.38
Std-0.2-Gaussian 46.12 ± 0.36 26.16 ± 0.12 24.84 ± 0.57 39.88 ± 0.52

Std-0.15-Gaussian 50.83 ± 0.42 26.38 ± 0.44 24.03 ± 0.08 41.43 ± 0.40
Std-0.1-Gaussian 56.27 ± 0.59 24.45 ± 0.28 20.74 ± 0.24 39.75 ± 0.26

None 76.44 ± 0.30 6.03 ± 0.20 0.04 ± 0.04 0.01 ± 0.01
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In particular, we observe that simple uniform Gaussian noise leads to higher robustness than neuronal
noise of varying magnitude. Yet, similar to the VOne architecture, stochasticity seems indispensable
for robustness.

4 Conclusion

In this paper, we show that the biologically-inspired VOneBlock is only slightly robust under standard
attack settings, and none of its components can function by itself. Surprisingly, we observe that the
wavelet scattering transform combined with simple uniform Gaussian noise can achieve much higher
robustness than these well-motivated models which require mounts of experimental primate data to
craft. In future work, we aim to explore how our stochastic ScatterNet fares for other dataset and
back-end architectures and to gain further theoretical understanding of this surprising robustness.

We advocate to continue to study how bringing insights from physical models can assist vision tasks,
in addition to biologically-inspired ones.

Broader Impact

The potential ethical aspects and future societal consequences of our work are aligned with those of
computer vision and robustness. Our work empirically examines the effectiveness of robust networks
inspired by biological and physical models and contributes to diminish potential susceptibility to
malicious attacks. Moreover, we advocate a strategy that does not depend on experimental results
from animals, thus avoiding potential ethical pitfalls.
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A Experimental Details

A.1 Training Strategy

Throughout our paper, we adopt the Adam optimizer Kingma and Ba [2014] to train the V1 models
and the Stochastic ScatterNet models. The initial learning rate is fixed to 1e-3, and the number of
epochs is fixed to 200. For AT baseline, we train the network with SGD, initial learning rate 1e-1,
and decay the learning rate by 10 at the 100- and 150-th epoch. We run each experiment for 3 times,
and report the average and standard deviation.

A.2 Model Structure

For the AT baseline, we adopt a simple 3-layer convolutional structure, with Max-Pooling and a
linear layer in the end. All convolutional layers set the number of output channels to 64, and stride is
set to 1. We replace the first layer with a V1 module, or a ScatterNet transform.
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For the V1 block1, we use its default setting, consisting of a 512x32x32 feature map. We set
the number of input channels of the convolutional layer behind to 512 to fit this module. For the
hyperparameters in Eq. (2), we take the default setting provided by the code of [Dapello et al., 2020]
that imitates the mean stimulus response and spontaneous activity: a = 0.35 and b = 0.07.

For the ScatterNet, the output shape is 243x8x8 by default. We set the number of input channels of
the convolutional layer behind to 243 to fit this module. We also cancel the Max-Pooling after the
third layer, to keep the representation dimension at least at the standard, 64x4x4.

A detailed description is given in Table 3.

Table 3: Model illustration in our paper. The dimension of inputs/features and the layer structures are
described top-down. We adopt the default setting of the V1 block and the ScatterNet module, leading
to the number of output channels of 512 and 243. We adjust the 2nd and 3rd layer of the CNN to fit
these feature shapes.

Simple CNN V1 Model Stochastic ScatterNet
3x32x32 3x32x32 3x32x32

Conv + MaxPool V1 Module + Noise ScatterNet + Noise
64x16x16 512x32x32 243x8x8

Conv + MaxPool Conv + MaxPool Conv + MaxPool
64x8x8 64x16x16 64x4x4

Conv + MaxPool Conv + MaxPool Conv
64x4x4 64x8x8 64x4x4
Linear Linear Linear

10 10 10

B Adversarial Attacks

Categorized by having access to the model parameters or not, the attack methods that try to solve Eq.
1 can be divided into white-box and black-box, respectively. The most popular attack baseline is a
white-box attack, implemented by multi-step Projected Gradient Descent (PGD) [Madry et al., 2018,
Kurakin et al., 2017]. Here the vector norm || · || is usually taken as || · ||∞ or || · ||2, and we choose
|| · ||∞. We calculate the gradient iteratively

∇xL(f(x+ δ; θ), y) (3)

and update the adversarial example with the steepest direction according to the norm constraint:

x′ ← ΠB{x′ + α · sign[∇xL(f(x+ δ; θ), y)]}. (4)

ΠB denotes the projection step, to ensure the generated adversarial example in each loop satisfies a
certain norm-based constraint, i.e., δ = ||x′ − x|| ≤ ϵ for some ϵ. When the number of iterations is 1
this attack is called FGSM [Goodfellow et al., 2014].

To combat the effects of noise in the gradients, we adapted our attack such that at every PGD iteration,
we take 10 gradient samples and move in the average direction to increase the loss, following Athalye
et al. [2018].

We also evaluate robustness against the adaptive suite of the AutoAttack benchmark [Croce and
Hein, 2020], which contains both black-box and white-box attacks and is considered a minimal set
of attacks to establish genuine robustness. We use the AA option to include a gradient averaging
mechanism, to produce reliable perturbations for models with stochasticity.

C None of the Components of VOne alone Induce Robustness

In this section, we perform ablation studies to understand the underlying behaviour of the V1 model,
and in particular how each of its elements help the model gain robustness. We divide this examination

1We adopt the code from https://github.com/dicarlolab/vonenet

9

https://github.com/dicarlolab/vonenet


into three main parts. We check the utility of: 1) the Gabor Filter Bank, 2) the stochasticity, namely
the neuronal/Gaussian noise, and 3) the affine transformation used with the neuronal noise.

Bio-Inspired Gabor Filter Bank Alone Does not Yield Robustness. First, we show the Gabor
Filter Bank itself cannot extract features that are robust against adversarial perturbations. We simply
turn off the stochasticity in the VOneBlock, and leave the GFB alone with the trainable back-end,
training the model with no noise. The penultimate row of Table 1 shows the test-robustness: V1-None
has neither PGD robustness nor AA robustness. The fact that stochasticity is indispensable matches
the observations in [Dapello et al., 2020].

Stochasticity Alone is Insufficient. In order to evaluate the utility of stochasticity in a fair way, we
remove the Gabor Filter Bank and instead add a fixed-weight, randomly-initialized convolutional
layer. In other words, we replace the GFB whose weights are drawn from hand-crafted distributions
and then fixed, with randomly drawn convolutional weights that are fixed, and retain the stochasticity
alone. Table 4 shows the test results of this “random feature" stochastic model. We see that with
stochasticity alone, the models have a little FGSM robustness, and slightly better AA robustness
but failing PGD-robustness. Thus, we establish that stochasticity alone not sufficiently useful for
robustness, at marginally at best.

Table 4: (Fixed-weights) Random Feature Stochastic Model CIFAR-10 Test Performance (%). We
boldface the best result.

Robust
Stochasticity Type Clean FGSM PGD ℓ∞ 20 AA

Neuronal 68.26 ± 0.52 5.81 ± 0.31 0.07 ± 0.02 11.26 ± 0.44
Magnitude Gaussian 69.67 ± 0.96 4.74 ± 0.32 0.03 ± 0.03 14.03 ± 0.20
Std-0.35-Gaussian 64.53 ± 0.72 2.55 ± 0.05 0.04 ± 0.01 5.35 ± 0.08

None 68.66 ± 0.30 2.73 ± 0.50 2.40 ± 0.46 0.00 ± 0.00

Varying the stochasticity. To understand whether the biologically-inspired neuronal noise is indispen-
sible for robustness of the VOne block, or whether other, more generic forms of stochasticity would
suffice, we replace Neuronal noise with its handcrafted affine transformation by either Magnitude
Gaussian (effectively removing the affine transformation) or standard Gaussians of varying magnitude.
Results shown in Table 1 show that both the affine transformation and the magnitude-dependent
variance of the noise seem indispensable. While removing the affine transformation retains at least a
modicum of AA-robustness, it fails against PGD attacks. Making the Gaussians of uniform variance
further degrades performance and leads to vanishing robustness.

Interestingly, for ScatterNets a similar variation of the stochastic noise, shown in Table 2, has
a different effect. Here, uniform Gaussian noise yields much higher robustness than Magnitude
Gaussian. We also see that stochasticity is important to achieve robustness using the wavelet scattering
transform.
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